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ABSTARCT:

As network-based computer systems play increasinglyital roles in modern society, they have become
target of enemies and criminals. Therefore, we neetb find the best ways possible to protect systems.
Intrusion detection is a challenging area of reseah in current scenario. Many studies and researchds
been done already in network intrusion detection sstem, but still there is need to get a lot of atteion.
Our object is we affect a “smart” method for intrusion detection using k-mean clustering and
probabilistic classification based on fuzzy GNP hytid rule mining. K-mean clustering is task of grougng
objects or known structures in data that are in sora way or another similar, without using known
structures in data. In our method, k-mean algorithmis used in another fashion such as for filtration
purpose to remove irrelevant data. The aim is to mke system time efficient. Genetic Network
Programming (GNP) is one of the fields from biologial computation uses directed graph structure. To
deal with both discrete and continuous attributesfuzzy set theory of combination of triangular and
triangular membership functions. Genetic operationssuch as crossover, mutation-1, mutation-2 and
fitness function are used to generate more numbeff gtrong hybrid rules. Rather than using conventioml
measurement methods for hybrid rules, new techniquealled y2evaluation is used. Genetic operations
changes fuzzy membership parameters changes. Miclealicz’'s operator is used to overcome this problem
in our methodology. At the end we have strong andobust hybrid rules without loss of information,
which is used for classification purpose to matchata using proposed classification algorithm. Propsed
method flexibly can be applied to anomaly and misgs detection in network intrusion problem.
Experimental results with KDD99CUP dataset shows ausystem provides high accuracy and detection
rate with low negative false rate as compared wittother machine-learning techniques and hybrid
approach.
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1. INTRODUCTION

As computer communication technologies develop, atggs caused by intrusion and crimes related to
computer systems have been increasing. Networldbammputer systems play vital role in modern sgcaet
use of internet is increasing widely. They are Ipgiog target for enemies and criminals. So thereeisd to
build the system which can protect computer systdihe term security comprises when intrusion tgdese.
Intrusion can be defined as any action that commesnintegrity, confidentiality and availability ofata or
resources. Intrusion detection system (IDS) [1hitwrs network traffic and malicious activities.eit system
and separation of abnormal data from normal daan@in key functions of IDS. The problem of IDS dsn
defined in two parts; extraction of useful datanfrdistory and organization of such useful informatifor
accurate classification. IDS deals with two kinddntrusion; one is anomaly intrusion and anottemisuse
intrusion.
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Though many studies and research [8] have presehtedwork to resolve network intrusion detection
problem, there is need smart model which can detegintrusion to network as well as predict anddi@ new
types of intrusion. When term “smart” comes, we chéechnology that can detect new intrusions based o
previously known intrusions. That's why data mintimgs become vital part of network intrusion.

K-mean clustering algorithm [9] is one data minteghniques. This algorithm follows simple procediare
classify data through certain number of data. Im work, k-mean algorithm is used as filter algamth
According to procedure, it will cluster data havisignilar characteristics. From such clusters we rginove
data from such cluster having less number of rexofthe purpose of such filtration is to make systane
efficient and generation of hybrid rules will beceasy.

An evolutionary algorithm such as genetic algoritiifd] [13] and genetic programming [11][13] repnese
their solution using gene structure and tree strectespectively. Genetic network programing (GNBgs
directed graph structure to represent solutionngivadvantage of reusability of nodes. By combirfupy set
theory with GNP proposed system can handle botbretis and continuous attributes. In order to getemo
hybrid association rules, genetic operations sugeedection, crossover, mutation-1 and mutatiome2used.
Support, confidence angl2 factors are evolved for measurement of generagidichrules. In addition, new
fitness function that provides the flexibility ofimmg more rules and mining rules with higher aexyris given
in order to adapt to different kinds of detecti®noposed non-uniform mutation of fuzzy membershipcfion
is used to adjust parameters of fuzzy membershigtion after genetic operation.

After extraction of class-association rules, theskes are used for classification. In proposed wth
probabilistic classification is used. For detectidhe normal-pattern rules and intrusion-pattertesuare
extracted from training dataset. Probabilistic sifécation is basically designed for anomaly andsuse
detection, in order to classify new data correciiize probability distribution function of averageatthing
distribution of data with rules can be calculatBésed on this, new connection data can be clagsifi®
normal activity, misuse and anomaly intrusions.

The paper is organized as follows. Section 2 gigea about k-mean algorithm and how it is useddtda
preprocessing. The basic concept of GNP and cksxcation rule is explained in section 3. GNP dadass
association rule mining with evolutionary operatiand Michalewicz’'s operator overviewed in section 4
Section 5 described proposed classification mefbodhisuse and anomaly detection based on rules both
normal and attack rule pool. Simulation resultshwiilDD99CUP [6] are given in section 6. Conclusian i
mentioned in section 7.

2. K-MEAN CLUSTERING ALGORITHM AND DATA PREPROCESSING

Clustering is a method of grouping data into spedihumber of clusters, such as data from sameectus
are quite similar whereas data from different @ustare quite different from each other. K-meansvéll
known unsupervised learning algorithm used forteluisg. The procedure is simple and easy to grogjven
data through certain number of clusters, let saguknber of clusters. The mean value of numericah dat
contained within each cluster is called as centrbidproposed algorithm, k must be greater than bemof
attacks.

The algorithm is composed of following steps [9]:
(1) Place K number of records, represented by dataatkdbeing clustered, as initial centroids.
(2) Assign each record to the cluster that has classdtoid.
(3) When all records have been assigned, recalculatpdsition of K centroids.
(4) Repeat step 2 and 3 until centroids no longer mdves results into separation of records into
respective group.

The main goal of K-means clustering algorithmasgroup data into specified number of clusters. The
approach is generally used in intrusion detectigsiesn to classify data into normal and attack imsta. In
proposed algorithm, the approach of k-means clingteas classification has been changed to filtratibhe
referred dataset contains both discrete and camtswattribute. These both attributes before apglyo k-
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means algorithm are converted into numerical fortoatleal with clustering using numeric conversiom a
vertical division method. The data records thenugesl into k clusters. The clusters containing mumm
number of records are filtered out so as datasgagoonly similar type of records. Because ofdilion, from
remaining dataset strong and efficient number tdsrican be generated with less time required apaced
with existing systems.

3. BASICS OF GNP AND CONVENTIONAL CLASS ASSOCIATION RU LE MINING

In this section, basic idea of genetic network paagming and conventional class association rulengiis
given.

3.1. Structure of Genetic Network Programming

A large number of studies been conducted on ewlaty optimization techniques. Genetic Algorithndan
Genetic Programming are typical evolutionary algons. GA evolves strings and mainly applied to
optimization problem.GP was devised later whichsusee structure for solution. GNP [15] is one loé t
evolutionary algorithm which uses directed grapbdtire instead of trees and strings. Directed lysdpucture
of GNP is represented by gene structure which stssif judgment nodes and processing nodes [2hctieun
of judgment node is to examine attribute of tuphel aeturn a judgment result either “Yes” or “No”hdn,
corresponding branch of judgment node is connettedext nodeJ;, J... J are judgment functions by
judgment nodes showing attributes to be examine=rewi is the total number of judgment functions. On the
other hand processing nodes are sePpfP,... By, whereM is total number of processing functions which
works as action/processing functions. Executiomtstdom start node, then next node to be execiged
determined according to the connection betweensadd a judgment result of current activated nodeg. 1
shows the gene of a node in GNP individual. Figs the genotype expression of GNP in GNP individOabk
start node, 1 is processing node, 2 is judgmené nbd works as identification numbeti;, G,... G means the
nodes connected from noddirstly, secondly and so on.

node numher/’l

O Judgment Node

Processing Node

‘ NT, | D | Ciy ‘ ......... |C'.i ‘
Mode 1 2 1 2 >
Mode 2 2 2 4 s
Mode 3 2 3 1
Mode 4 2 4 6
MNode 5 1 S5 3 4
Mode 6 1 & 3

Fig. 2. Genotype Expression of GNP
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3.2. Conventional Class Association Rule Mining

Association rule mining find correlation betweentiges or attributes used to describe a data 8gtl[gt] =
{A, A, ..,A '} be set of attributes and each tufiéias a set of attributes satisfyind . Association rule can
be represented 8= Y . It means, tuple satisfying are likely to satisfy¥, whereX is antecedent and is
conclusion of the ruleSupporfX) = x shows the fraction of tuples which contaiXsn the database equais
The measure of strength of rule is called configetefines as ratio aupport(X L] Y) /support(X). Letsupport
(X) = x, support(Y) =y, support(XL]Y) = zand number of database tuples eqldf eventX andY are
independent, thesupport(X[J Y) =xy. Then, Y Zof ruleX=>Y can be calculated as [19]

2
x = N(z-xy) )
Xy (1-x)(1-y)
Important association rule mining rule should $atisllowing conditions:

X2> /\/Zmin (2)
support supmin (3)
confidence> conf i, 4)

where,,\/zmin, SUPmin, CONf i, are minimum values given in advance. The main @irtlass association rule
mining is to find all rules from the database.
Let A be the attribute in a database &gk the class labels. Then class association anlde represented as

A=) L..LA=1)= (=K (®)

Judgment nodes examine values of attributes of bdata tuples and processing nodes calculates
measurements of association rules in GNP. Judgmesatt of Yes or No by judgment nodes determinet nex
node in graph structure corresponding to Yes-siddaside. Yes-side of judgment node is connetdeidext
judgment node whereas No-side is connected toprexessing node for further processing.

How class association rules are generated is shoviig. 3. P; is processing node from where transition
starts.A;, A, As denotes the function of judgment nodilss the number of total tuplea, b, c, a(1), b(1), c(1)
are number of tuples moving to Yes-side at eachmeht node and number of tuples moving to Yes-atde
each judgment node under condition of class 1,ewsmly. Number of rules can be derived in forikeli
equation 5.

4. GNP BASED HYBRID RULE MINING

In this paper, hybrid rule mining is used for egtran of rules. Hybrid rule mining utilizes bothsdrete and
continuous attributes in one single rule.

Fig. 3. Node Transition in Conventional Class Asatian Rule Mining
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4.1 Fuzzy Membership Function for Continuous Atttites

In this paper, we utilize advantage of fuzzy thetmrjrave every continuous attribute value in [0, Elzzy
theory allows complex system to have linguisticodigdion [16]. In the paper, each continuous attgbin the
database is transformed into 5 linguistic termsy(\av, Low, Middle, High, Very high). By using 5niguistic
terms for single continuous attribute, we will gedre accurate membership value for correspondingramus
attribute.

The linguistic terms are defined by the combinatbtrapezoidal and triangular membership functidrte
parameterxl, x2, x3, xAndx5 are also evolved along with the evolution of GNMHach continuous attribute
have its own membership value. The parametersdoh eontinuous attribute are initialized by analgzthe
distribution of data. During evolution process, ferameter value of fuzzy membership function sthdag
adjusted generation by generation. Fuzzy memberghlipes are used to determine the transition in GNP
individuals while searching for association rules.

Table | shows example of small database with twatinaous attributes. Fig. 4 and fig. 5 show thezfuz
membership function for attribuly andA,, respectively.

4.2 Hybrid Rule Mining based on Fuzzy GNP

The conventional representation of class assoaiatite based on GNP is shown in Fig. 3. Hybrid rule
mining is combination of fuzzy GNP and conventioakalss association rule mining. Hybrid rule minimaye
the advantage of utilizing both discrete and carirs attributes in one single rule. Fig. 7 deseritne example
of hybrid rule mining representation. Rule extrawtistarts from processing noée The first judgment node
examines the fuzzy membership value of continutiuate A, the second judgment node examines the value

VL LOow MIDDLE HIGH vl

fuzzy
membership
function

xr x2 =3 =4 x5

Fig. 4. Fuzzy Membership Function

Table | Example of Small Database

TID A A
1 100 10000
2 200 8000
3 300 6000
4 400 4000
5 500 2000
T Low  MIDDLE  HIGH VH T LOW  MIDDLE HIGH VH
1 1
(] o
100 200 300 400 500 2000 4000 6000 8000 10000
Aurtribute Value Adttribute Value
Fig. 5. Membership Function for Attribuike Fig. 6. Membership Function for Attribufe
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Fig. 7. Node Transition in Hybrid Rule Mining basad Fuzzy GNP

of discrete attributé,, and the third judgment node examines the valugywibol attribute?s. N is the number
of total tuplesP;is the probability moving to Yes-side. When randeatue selected in (0, 1) is smaller than the
certain probabilityP;,, GNP selects Yes-side and goes to the next judgmehe. ProbabilityP, is the fuzzy
value of corresponding attribute. Otherwise, trémsistarts from next processing node to find nelg.r

4.3 Extraction of rules using GNP with Fuzzy Memlsirip Function

The training dataset contains both normal connestiand intrusion connections for misuse and anomaly
detection. Initially, GNP examines all tuples ohoections in database. In fig. 4, N is total nundfeuples in
the database. al, bl, and c1 are number of tolemg to yes side at judgment nodes with normadsC = 1
and a2, b2 and c2 are those with intrusion diass2. Criteria given in table are taken into consadien to pick
up the rules to be stored in two rule pool namelsnral rule pool and intrusion rule pool.

4.4 Updation of rules in rule pool

Strong and robust rules are extracted by GNP amedstin the rule pool with its support, confidence,
x?value with fuzzy parameter of fuzzy membership fioxe Fuzzy rule which is already in rule pool may
extract again. In that case, membership functions avalue might be changed. Fuzzy rule with higher
value replaces remaining rule. Its fuzzy paramededfssted using Michalewicz’'s operator . Thereftine, pool
is updated every generation and only importantyfuggrid rules are stored.

4.5 Fitness and Genetic Operations
Fitness function of GNP individual as

F=> {r(r)+ @=sa(r) +n(n)} ©
rorR
where,R is set of suffixes of extracted important rultgxs’;2 (r)is )(2 value of ruler; n(r) is the number of
attributes in the antecedent of the mulaig (r) is crisp set containing all rules in rule set@@R denoted aR =
{ryra ... wheremis total number of rules.

pe(r) =5 - ™
Every generation, individuls are replaced with trewv one by following genetic operations. Selection,
crossover and mutation are three kinds of gengicands.
(1) Selection: In this method, rules are extractedhernbiasis of fitness function.
(2) Crossover: Two parents exchange selected nodeshaimdconnections with probability, generate two
new offspring.
(3) Mutation-1: Each node branch is selected from amdividual with probability P,,; generate new
individual.
(4) Mutation-2: Each node function is selected from dnéividual with probability P,,, generate new
individual.
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4.6 Michalewicz’s Non-uniform Mutation Operator

Each continues attribute has its own fuzzy membyerflmction. The parametexl, x5 for each
continuous attributé; is initialized by analyzing the distribution oftda During the whole evolution process,
the parametersl, x2, x3, x4 and x&f fuzzy membership function should be adjustedegation by generation,
SO as to get more appropriate distribution of patens. From the second generation the parametesetreted
by non-uniform mutation with probability ¢f,, Since this part is based on real coding schenieghdewicz’'s
non-uniform mutation operator [21] can be used. kebe a parameter selected for mutation in ktte
generation, then next generatioas follows.

{xk+A (k,UB - xy ), when ¢is O;

X X — A (k,x,—LB ), when ¢is1; (8)

t

where,UB andLB are the lower and upper bounds of the variapknde is a random binary values in {0,1}.
The functionA(K, y) returns value in (0,y), wherA(K, Y) approaches 0 dsincreases.

Such property causes the operator to search the spéformly at first and very locally in the latgeneration.
The actualA(K, y) can be calculated by the following equation [17]:

Aty y) = y@L-r&m"y ©)

where,r is a unifrom random number in (0,T)js the maximal generation number dni$ a system parameter
determining the degree of dependency on the itaratumber. Differenb means different non-uniformality in
algorithm.

5. INTRUSION DETECTION WITH PROBABILISTIC CLASSIFICATI ON

Classifier is constructed to classify new connectiata into normal, misuse and anomaly intrusiamecly.
Classification is done after extraction of impottalass association rule including normal and sita.

5.1 Probability Distribution Function

Probability distribution function is constructedcacding to the matching probability of all data lwiules of
normal and intrusion. The matching probability efalwith a rule is defined as follows.
N, . (d
Match_Pr  (d)= N (@) (10)
’ Nk,r
where, Ny, (d) is the number of matched attributes of ddisith antecedent part of rukein classk. N, is the
number of attributes in the antecedent part ofrule
Then, the average matching probability of the ddth all the rules in claskis calculated as follows.

Avg _ Match, (d) = Ri > Match _Pr, (d) (11)

k rORy

where,R, shows set of rules in claks
Finally, average probability distribution functiotan be created by distribution of average matching
probability of all the training datd = Dy, with the ruleg £ R, whereDy.;, is set of training data.

5.2 Classification using Probability Distribution &nction
The probability thaPy (d ) that new connection data i.e. testing data beldogclassk can be calculated
using average probability distribution function. eTprobabilities of belonging normal claks= 1, known
intrusion clask = 2 and unknown intrusion claks= O are calculate by Eq. (12), (13) and (14) aefe.
P... = (1- Avg _ Match ,(d))x (Avg _ Match,(d)) (12)
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P.., = (Avg _ Match ,(d))x (1 - Avg _ Match ,(d)) (13)
Peo =1- Z P (d) (14)
kOc
where,C = {1,....., k,....K} is set of classesK=2 is used in this paper. Based on calculation hefse

probabilities,d is assigned to class with highest probability. ifRes false rate (PFR) increases when normal
data labeled as intrusion and negative false NdR] increases when intruded data labeled as notmatder
to balance PFR and NFR, medication of probabilityd) is introduced.

Fig. 8 show flowchart for proposed methodpdised method overcomes crisp boundary problendeaals
with multi-data type database. Time required witthmparison of conventional class association ruleingi
method is less as we are using K-means clustelgagithm for filtration purpose.

| Assign inttial number of center points 1e. K |

Data Filtration
Filtered Data

Fuzzyfication of Continuous attributesin
Training Database

Extract Hybrid Rules

Calculation of support, confidence
rar. and z?

SUPPOIT> SUPmin
confldence=cofiym

Adjust parameters of fuzzy
membership function

Genetic Operation

Store new Rule
Undate rule pool

Last generation
Caleulate probabilistic
density function

Calcul ate average matching degree for both
discrete and continuous attributes

Probabilistic classifiration
Marmal Class
Known Intrusion
Class

Unknowm
Intrusion Qass

Fig. 8 Flow Chart of Proposed Methodology

6. EXPERIMENTAL RESULTS AND PERFORMANCE ANALYSIS

This section describes the experimental results pedormance evaluation of proposed system. The
performance of system is evaluated accuracy, detecate and false alarm rate. For experimentaluatian,
we have taken KDD99CUP dataset. The parameteisgédt proposed system is given table 2.

Table 2. Parameter Setting
Parameter Value
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Population Size 120

Generation 1000
Crossover Rate 1/5
Mutation-1 Rate 1/3
Mutation-2 Rate 1/3
X2 6.63

6.1 Comparison with previous finding

This section describes comparison with some exjsititrusion system. Table 3 gives comparison with
KNN and KNN-DS theory [3] system on the basis afiaacy parameters

Table 3. Comparison with KNN and KNN-DS Theory

System Accuracy
KNN 89.9
KNN-DS 95.2
k-means+ Hybrid rule mining 99.1

Table 4 gives comparison of proposed system with B§BKM-NB [5] using accuracy, detection rate diatke
alarm rate.

Table 4. Comparison with NB and KM-NB

Method NB KM-NB k-mean + Hybrid rule Mining
Accuarc 83.1¢ 99.€ 99.6¢
Detection Rat 94.i 99.¢ 98.11
False Alarn 19 0.t 0.8

Table 5 gives comparison with K-mean [4], Pre-Md# MDKM [4] using detection rate and false alaate.

Table 5. Comparison with K-mean, Pre-M, MDKM
K-Mear | Pre-M MDKM Propose
Detection 9t 96.1 96.¢ 97.c

FalseAlarm 3.8 1.c 1.7 0.7

7. CONCLUSION

With the increasing use of internet, theusi# threats have multiplied many folds. Along lwiall
conventional methods, intrusion detection systemdmame a long way to fight against security vulbgitées.
The proposed hybrid algorithm is combination oftbtmeans algorithm and probabilistic classificatigsing
fuzzy GNP hybrid rule mining. K-means algorithmhasically used for filtration of training databasfer
clustering. Filtration of database is on basisedévancy of data contained in each cluster. Aftecessing of
clustering and filtration data is passed for furtpeocess i.e. rule extraction and classificatiblybrid rule
mining algorithm based on GNP combines Fuzzy-basleds association rule mining and probabilistic
classification in order to extract more importaotes from the database. The use of genetic algorith
intrusion detection system is particularly usefslitaconsiders both temporal and special infornmatdoreover
use of fuzzy logic can help in detecting anomalgch cannot be discretely deemed as normal anchaloas.
The proposed algorithm is time efficient comparethwexisting system giving the advantage of formatof
robust rules. Accuracy, detection rate and falagmakate can be increased by using proposed digarit
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